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Impurity doping of crystalline Si is one of the most striking techniques in semiconductor technology. A rigid and perfect
crystalline lattice is prerequisite for effective doping. However, it has been reported to date that introducing a small amount of
impurities drastically improves also the properties of amorphous materials. This paper reviews three pronounced doping effects
on optical and electrical properties of amorphous oxides; i.e., (i) F-doping of silica glass to improve the vacuum-ultraviolet optical
transmission and radiation toughness, (ii) codoping effects on solubility enhancement of rare earth ions in silica glass melt, and
(iii) electron-carrier generation in transparent amorphous oxide semiconductors. It is emphasized that effectiveness of electron
doping is determined by the magnitude of electron affinity and stabilization energy of a dopant. Importance of the local structure
formed around a dopant ion and the location of conduction band minimum measured from the vacuum level is addressed to
understand the doping effects in amorphous oxides.
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1. Introduction

Doping is an important technique for developing functional
materials. It imparts various functions to parent materials, or
improves their properties. Material properties are drastically
modified by addition of a small amount of dopants. Transparent
oxide ceramics, which are intrinsically insulating and optically
inactive, are changed into electronically and/or optically active
materials by doping if it works. Doping effects are remarkable in
crystalline materials such as Si and perovskite-type materials.
Many review articles have been published for crystalline oxides
which are the major constituents for ceramic materials.
In the past 3 decades, various novel methods such as chemical/

physical vapor deposition1) and sol­gel2) have been applied for
synthesis of amorphous oxides including optical glass fibers
for optical communication, glass photomasks of lithography
for VLSI, and transparent amorphous oxide semiconductors
(TAOSs) for thin film transistors (TFTs).3) These fabrication
methods make it possible to dope amorphous oxides with active
components which were impossible to incorporate into amor-
phous matrices at an equilibrium state. Amorphous oxide has
several advantages over polycrystalline oxide; i.e., it has high
optical transmittance, excellent homogeneity, and good work-
ability because of its continuous and isotropic structure. Thereby,
amorphous oxide is formed into various shapes of solids such as
tubes, prisms, spheres, films,4) and fibers5) with huge volume and
smooth surface. However, many distinct properties of the crys-
talline material disappear or become vague in the amorphous
state because of lack of long-range structural order.6),7)

In this paper, we review the role of doping in amorphous oxide,
introducing several successful examples. The most successful
example of doping is carrier doping of crystalline Si. Only a ppm
order of impurity effectively controls the Fermi level from the
center of the bandgap to the edge, controlling polarity of carrier

by a choice of impurity. This effectiveness is totally based on
the presence of the crystalline lattice, and the incorporation of
foreign atoms with a different number of valence electrons into
the lattice site leads to the generation of free carriers. It is hard
to expect such a dramatic effect from substitutional doping of
amorphous oxides, but we consider some possibilities of effective
doping of amorphous oxides based on their short-range structural
order which is retained. We take three doping ways in amorphous
oxides as summarized in Fig. 1; incorporation of a dopant as the
raw material, introduction of doping elements into a bulk or
surface region by ion implantation8) and ion exchange.9) The first
one is a conventional route. The chemical compounds of transi-
tion metal,10) rare earth (RE),11) and halogen12) are incorporated
into the starting raw materials. On the other hand, positively
charged atoms are inserted by ion implantation under a non-equi-
librium condition; i.e., they are embedded in interstitial positions
of the target materials. Monovalent cations such as alkali ions are

Fig. 1. (Color online) Three doping ways in amorphous oxides.
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introduced into substitutional positions by the interdiffusion of
ions (ion exchange). Strictly speaking, these dopings differ from
the lattice doping defined in crystalline materials because, in the
case of amorphous oxides, the local structure around a dopant
relaxes largely upon doping. Because of this large relaxation,
dopants do not remain at the original substitutional positions,
and occupy off-center/interstitial positions. The introduction of
dopants into interstitial positions is called chemical doping, and
its most prominent example is electron doping of polyacetylene
with iodine.13)

In general, the properties of amorphous materials are contin-
uously changed with the chemical composition and are insensi-
tive to the addition of a small amount of a certain component.
This feature is advantageous to a fine tuning of the properties, but
restricts the realization of outstanding properties or the nonlinear
material design. Here we pick up three doping cases in amor-
phous oxides, i.e., F-doping of SiO2 glass to improve the optical
transparency in the vacuum-ultraviolet region, codoping of SiO2

glass to enhance the solubility of optically active RE ion, and
carrier doping of transparent amorphous oxide semiconductor
to control the Fermi level. Each case is a successful example
of doping.

2. Fluorine doping of silica glass

2.1 Discovery of fluorine doping
In 1970s, the study of silica glass fiber with a core-cladding

structure has started for realizing ultra-low-loss optical fiber
communication. Light signals propagate through the core part
of fiber, reflecting at the core-clad boundary. To form a core-
cladding structure, fluorine was added to a silica glass preform
made by vapor-phase axial deposition14) or a sol­gel method.15)

Fluorine has an effect to decrease the refractive index of silica
glass in proportion to the concentration. Since silica glass shows
low Rayleigh scattering and low-frequency multiphonon absorp-
tion among oxide glasses, optical silica glass fiber enables
an extremely long-distant information communication using
³1.54¯m light (see Fig. 2).16),17) It was reported by several
researches that the incorporation of several percent fluorine into
silica glass decreases the viscosity of the glass melt by an order
of magnitude,18),19) and additionally, it shifts the optical trans-
mittance edge of silica glass from ³165 nm to <157 nm in wave-
length (Fig. 3),20)­22) whereas changes in refractive index and

density remain within 1%. In 1980s, such F-doping effects had
attracted much attention for fiber applications. Then, it was also
found that F-doping improves the resistance to vacuum-ultra-
violet (UV) light (<200 nm)21) and gammaray irradiation,23)­25)

and silica glass became available as optical materials for vacuum-
UV applications, as shown in Fig. 3. At present, F-doped silica
glasses are called “modified silica glass”, and used as photomask
and lens materials. ‘Why is the optical property of silica glass
much enhanced by the F-doping?’ To answer this question, the
origins of vacuum-UV optical absorption in silica glass are
explained in the next section.

2.2 Origins of optical absorption in silica glass
Silica glass was made from natural quartz and called fused

quartz glass. Fused quartz glass contains many metal ion impu-
rities such as Al, Ca, Na, Mg, and Fe, which degrade optical
transparency. Then synthetic silica glass is prepared from high
purity starting materials, which are obtained through a distillation
process. Figure 2 shows an overview of the optical absorption of
pure silica glass. There are three fundamental origins in the UV,
visible, and infrared (IR) regions. The first origin is the interband
transition between the valence band (mainly composed of oxygen
2p orbitals) and the conduction band (mainly Si 3s orbitals),26)

the second one is the tail of Rayleigh scattering (optical loss)
which comes from the density fluctuation in the bulk, and the last
one is the multiphonon excitation attributed to the vibrations
(stretching and bending) of the Si­O­Si network.
In addition to these intrinsic origins, there are two additional

origins resulting from the structural disorders of glass. One is the
physical disorder, i.e., a wide variations in bond length and bond
angle alters the electronic structure of silica, and gives rise to a
large “Urbach tail” absorption below the bandgap.27),28) The other
is the chemical disorder which is defined as deviation from the
short-range structure in crystalline SiO2. That is, various types of
point defects form localized states in the bandgap, and give
Gaussian-like absorption bands below the Urbach tail. Figure 4
illustrates some examples of these absorption bands appearing in
the UV region. The bandgap energy is ³8.9 eV for SiO2 glass29)

(determined by photoconductivity measurement), and is ³9.2 eV
for ¡-quartz.30) The relation between the absorption coefficient
(¡) and the photon energy (ħ½) is expressed by the following
equation.

¡ / ðh�½� E0Þ2=h�½ ð1Þ

Fig. 2. (Color online) Origins of optical absorption in pure silica glass
(schematic).

Fig. 3. (Color online) Optical transmittance spectra of wet, dry, and F-
doped silica glasses before and after F2 excimer laser irradiation at 157 nm
(cited from ref. 21).
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where Tauc gap28),31) (optical bandgap, E0) is obtained from the
linear extrapolation of a measured (¡ħ½)1/2-ħ½ plot. This gap
is ³8.5 eV for SiO2 glass, and is ³8.7 eV for ¡-quartz,28) where
the ¡ value exceeds 104 cm¹1 regardless of the amorphous and
crystalline states. On the other hand, the Urbach tail is expressed
by the following equation.

¡ / expðh�½=EUÞ ð2Þ
Here, the minimum ħ½ where Eq. (2) is valid is defined as the
Urbach tail edge, and EU is the Urbach energy. The Urbach tail
is related directly to the degree of variations in bond length
and bond angle; thus, the EU of amorphous silica (³70meV) is
larger than that of quartz (³50meV), and increases with tem-
perature (³280meV at 1900K).28) Urbach tail edge is >7.5 eV
(<165 nm) for SiO2 glass,28) and is ³8.0 eV (³155 nm) for
quartz32) at room temperature. This large difference between
silica glass and quartz comes from physical disorder. On the
other hand, point defects observed in silica glass are similar to
interstitial-type and substitutional-type defects in quartz, which
are a Si­Si bond (ÔSi­SiÔ), an EB center (ÔSi*), a non-bridging
oxygen hole center (ÔSi­O*), a peroxy radical (O2

¹ or ÔSi­O­
O*), an interstitial O2/O3, and so on.33) They give Gaussian-like
bands below 7.6 eV. In most cases, their absorption coefficient is
smaller than 10¹1 cm¹1 because of the low concentration (<1014

per cm3), but is not negligible in long optical glass fibers.
Moreover, the concentration is enhanced with the vacuum-UV
light illumination.34)­36) To understand the mechanism of the
F-doping effects, these physical and chemical disorders in silica
glass are explained in the next section.

2.3 Physical and chemical disorders in silica glass
The physical disorder is defined as the continuous variations in

bond length and bond angle. In the case of SiO2 glass, the physical
disorder is correlated with the number of tetrahedral SiO4 units in
a silica ring. For example, since SiO2 glass consists of three- to
nine-membered rings,37) the Si­O­Si bond angle is distributed in
the range from 120 to 180° (see Fig. 5), whereas the Si­O bond
length and the O­Si­O bond angle are fixed in narrow variations
even in the amorphous state due to their stiff potential.38),39) The
network of ¡-quartz is made only of six-membered rings (Si6O18),
and the Si­O bond length, O­Si­O bond angle, and Si­O­Si bond
angle take unique values of 1.61¡, 109, and 144°, respectively, at
room temperature. Therefore, the physical disorder is zero in ¡-
quartz. The number of SiO4 units in a silica ring depends on

fabrication condition, and is determined by the annealing temper-
ature (in other words, fictive temperature, Tf ). Low-temperature
annealing has some effect to decrease the distribution, but a
considerable distribution still remains because the relaxation
rate quickly slows down as the temperature decreases.
On the other hand, the degree of the chemical disorder is pro-

portional to the defect concentration. Most of the defects found in
silica glass are oxygen-related ones; i.e., oxygen deficiency and
oxygen interstitials. Representatives are the following four: a
Si­Si bond,40),41) an EB center,42) a non-bridging oxygen hole
center (NBOHC),43) and a peroxy radical (POR).44) These defects
are characterized by Gaussian-like optical absorptions around
7.6 eV, 5.8 eV, 4.8 eV, and 4.8 eV, respectively. They are mainly
created during the sintering of a silica glass preform if they are not
subjected to high energy radiation. Thus, the concentrations of
these defects depend on the fabrication processes. “Water-free”
silica glass has a large amount of the oxygen-deficient-type
defects because of the following dehydration process.

2� � Si� OH ��!Cl2

2� � Si� Cl �����!heating

� Si� Si � þ Cl2 ð3Þ

2.4 Mechanism of F-doping effect
Several structural analyses have been carried out to reveal

the mechanism of the F-doping effects. Youngman et al.45),46)

performed a nuclear magnetic resonance (NMR) study on 19F and
29Si in silica glass. They clarified that F ions substitute the oxygen
ion sites to form tetrahedral SiO3F units in silica glass. It was also
clarified that a part of the SiO3F units connects with a neighboring
SiO4 unit through the F ion and changes it into a SiO4F unit with a
five-fold coordinated Si. The percentage of the SiO4F unit in the
total fluorine concentration is, e.g., 15% at the 1.5wt% F content.
Shimodaira et al.47),48) studied the Raman spectrum of F-doped
silica glass, varying the F concentration and the fictive temper-
ature (Tf ). It was observed that the peak intensities of D1 and D2

originating from a four-membered ring (Si4O12) and a three-
membered ring (Si3O9), respectively, were obviously reduced by
decreasing Tf, where F-doping has an effect to decrease Tf because
it reduces the viscosity of silica glass melt.18),19) These results
suggest that fluorine decreases the number of the 3-/4-membered
rings in silica glass, changing the ring structures from closed to
opened ones (Si3FO9 and Si4FO12) through the replacement of
bridging Si­O­Si bond with non-bridging Si­F bond, as shown in

Fig. 4. (Color online) Optical absorption of silica glass due to the
interband transition and point defects.

Fig. 5. (Color online) Distribution of Si­O­Si bond angle in silica
glass and its narrowing by F-doping. The bond angles in the 3-/4-
membered silica rings are denoted by ©3 and ©4, respectively. These
bond angles are rather deviated from the most stable angle (³144°).
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Fig. 5. Opening the 3-/4-membered rings composed of highly
strained Si­O­Si bond and subsequent structural relaxation lead
to reduction of physical disorder. As the result, the Urbach tail
edge shifts from>7.5 to>7.9 eV, and Urbach energy is decreased
from 104 to 58meV by 570wt. ppm F-doping.49)

Hosono et al.21) examined the radiation toughness of several
silica glasses; F-doped silica glass, dry silica glass (the Si­OH
content <1 ppm), and wet silica glass (the Si­OH content ³120
ppm). The concentration of the residual OH bond in the F-doped
glass was close to that in the dry silica glass. In spite of the
same level in the OH impurities, which absorb the UV light of
157 nm in wavelength, the F-doped silica glass exhibited an
excellent resistance to an F2 excimer laser (157 nm) as well as an
ArF excimer laser (193 nm),14) and even a better resistance to
gamma ray.22)­24) These results indicate that F-doping is effective
to suppress the generation of point defects for irradiation of
eximer lasers and high energy radiation. It should be noted that
the Si­F bond (bond energy; 5.8 eV50)) is much stronger than
Si­O bond (4.7 eV50)), i.e., F-doping relaxes the strained Si­O­Si
bonds in the 3-/4-membered rings, and the energy levels of
the resulting Si­F bonds are located below the Si­O bonds. Thus,
holes generated by the band-to-band excitation are trapped
neither at the Si­F bond nor on F. This is the reason why no
defect associated with F is formed in the band gap of modified
silica glass. Chlorine is effective to reduce the high temperature
viscosity similar to fluorine, but enhances the radiation sensi-
tivity. Since the Si­Cl bond (3.9 eV50)) is weaker than the Si­O
bond, their energy levels are located above the Si­O bonds. Thus,
the holes generated by UV- or gamma-radiation are trapped at the
Cl site, yielding Cl-associated color centers such as Cl2¹.

3. Codoping of rare-earth-doped silica glass

3.1 Discovery of Nd–Al codoping
In 1970s, the study of optical glass fiber started to launch a

telecommunication system. Among various fibers, a rare-earth
(RE)-doped silica glass fiber with a core/cladding structure was
reported for the first time by Stone and Burrus.51) They added
Nd2O3 and Al2O3 into the core part of fiber. Aluminum oxide was
used to increase the refractive index of the silica glass core. They
measured the photoluminescence spectrum of the Nd-activated
glass fiber, and found that the luminescence spectrum shape was
different between a Nd­Al-codoped fiber and a Nd-doped fiber,
and moreover, the luminescence intensity of the Nd­Al-codoped
fiber was stronger than that of the Nd-doped fiber. The reason had
remained unclear for a decade. In 1980s, Arai et al.52) measured
the density of Nd­Al-codoped silica glasses, and found that Nd­
Al codoping brought about a negative volume change on mixing.
This result indicated that in some manner, the Nd3+ ion and the
Al3+ ion are correlated with each other in a silica network. They
proposed a concept of “solvation shell” to explain this marked
codoping effect. This finding attracted much attention because
it revealed for the first time that codoping modifies the local
environment around a RE ion in silica glass, and improves the
luminescence properties drastically suppressing the concentration
quenching. This discovery launched the study of codoping to
improve the solubility of RE ion in silica glass. Various oxides
of Al, P, B, Ge, and so on were examined as doping elements.
It is indispensable to clarify the local structure around RE ions in
oxide glass for understanding the microscopic mechanism.

3.2 Local structure around rare-earth ions
Rare-earth (RE) ions show sharp absorption and emission

bands due to electric dipole f­f transitions. Although the f­f

transition is forbidden by the Laporte rule, it is allowed if the
RE ion takes a non-centrosymmetric site. Various types of optical
devices with 1.5¯m light emission such as Er-doped fiber ampli-
fiers,53) Er-doped waveguides,54),55) and Er-doped microsphere
lasers have been made by the incorporation of Er3+ ions into
oxide glasses. Their optical performances strongly depend on the
asymmetry of the crystal field around the Er3+. For example, the
asymmetric crystal field enhances the spontaneous transition rate,
and at the same time, decreases the luminescence lifetime. These
two properties, which are inversely correlated, can be controlled
by the energy transfer between two different RE ions such as Yb­
Er, where Yb3+ has an intense and broad band at 800­1100 nm.
This technique is also called codoping.
In the case of a crystalline oxide, RE-doping is generally

performed by two types of atomic substitution accompanying a
slight change of the short-range structure;

La3þ or Y
3þ , RE3þ ð4Þ

2Ca2þ or 2Sr
2þ , RE3þ þ Alkali ion ð5Þ

On the other hand, in an amorphous oxide, RE ions are introduced
into the substitutional sites and/or interstitial sites of the host
glass. However, large local structural relaxation occurs easily
upon doping because of the presence of free volume. Thus, the
local structure around RE ions is not so easy to predict from the
short-range structure of the host glass. We need to consider the
formation of a local structure in oxide glass melt. In the melt, RE
ions are surrounded by more than six oxygen ions because of the
large ionic radius.56) Because RE ions have high field strength57)

and highly ionic bonding nature,58) similar to alkali ions and
alkali-earth ions, they tend to be coordinated by non-bridging
oxygen (NBO) ions, and the rest oxygen ions are bridging
oxygen (BO) ions. By a disordered arrangement of BO and NBO
with different negative valence charges, an asymmetric crystal
field is formed around a RE ion. The degree of the asymmetry
is estimated from the area intensity of the optical absorption
bands of the RE ions by using a Judd-Ofelt analysis.59),60) The
local structure around a RE ion is considered to satisfy the charge
neutrality requirement expressed by the following equation;

X
i

ni
Zi

Ni
¼ 0 ð6Þ

where ni is the number of chemical bond of the i-th ion forming
the local structure, Zi is the charge valence of the ion, and Ni is
the coordination number of the ion. Figure 6 shows an example
of the local structure that satisfies the local charge neutrality
requirement, but this structure, in which a RE ion is isolated in a
silica network, is thermodynamically unstable as explained
below.
In fiber optics, pure SiO2 glass is preferable rather than a multi-

component silicate glass because additive oxides increase both
Rayleigh scattering and multi-phonon absorption. In addition,
pure SiO2 glass has advantages in mechanical strength, chemical
durability, thermal stability, and so on. However, in the case of
single component oxide glasses such as B2O3,61)­63) SiO2

64)­67)

and GeO2
63) except P2O5 with NBOs, RE ions tend to form a

RE-rich phase in the melts because there is no NBO, and as
a consequent, the RE-containing glasses obtained are of phase-
separated, that is, optically inhomogeneous and opaque. The
solubility of rare-earth ion in silica glass is known to be <0.01
at.%.67) On the other hand, in multi-component glasses such as
soda lime silicate glass, RE ions can be uniformly dissolved into
the melts. That is, phase separation needs to be suppressed in
silica glass melt to have a uniform RE-doped pure SiO2 glass.

Funabiki et al.: Doping effects in amorphous oxidesJCS-Japan

450



3.3 Phase separation in RE2O3-SiO2 glass melt
Rare-earth ions form a RE-rich phase in single component

oxide glass melts because the ion having high field strength
and a large coordination number needs to have many NBO ions
to satisfy the local chargeneutrality. This is a chemical explan-
ation for the phase separation. On the other hand, thermody-
namics provides us a physical explanation for the phase sepa-
ation. Gibbs energy of mixing is expressed by the following
equation

�Gmix ¼ �Hmix � T�Smix ð7Þ
Because the RE-rich phases (REB3O6, RE2Si2O7, RE2Ge2O7,
etc.) are very stable, enthalpy change of mixing (¦Hmix) between
the RE-rich phase and the pure oxide phase (B2O3, SiO2, GeO2,
etc.) is very large while entropy change of mixing (¦Smix)
remains small. Therefore, ¦Gmix is positive at a usual melting
temperature (³1700K). The positive ¦Gmix brings about the
phase separation. The upper critical solution temperature (Tc) of
RE2O3­B2O3 melts is above 2100K,61)­63) and that of the RE2O3­

SiO2 melts is above 2300K.64)­66) Since the Tc is very high,
homogeneous glass is not obtained unless a rapid quenching from
the glass melt at T > Tc. Therefore, we need to reduce ¦Hmix or
increase ¦Smix for changing the sign of ¦Gmix(plus to minus) and
inducing thermodynamical homogenization. In the next section,
the role of codoping is discussed from these viewpoints.

3.4 Mechanism of codoping effect
Since Arai et al. reported in 1986, RE-doped silica glasses

containing a small amount of Al2O3 have been studied by many
authors. Morimo et al.68) examined the local structure in Sm­Al-
codoped SiO2 glass using an extended X-ray absorption fine
structure (EXAFS) spectroscopy. They found that while a peak
due to a Sm­Sm pair correlation was observed for Sm-doped
SiO2 glass, only a Sm­Al correlation was observed instead of
Sm­Sm for Sm­Al-codoped glass. This result confirmed that
Al ion is correlated more preferably with Sm ion than Si ion.
Since the elucidation of the oxygen coordination number of the
incorporated Al ion is critical for considering the mechanism,
several researchers have investigated the coordination number
(i.e., 4 or 6). Fujiyama et al.69) performed magic angle spinning
(MAS)-NMR spectroscopy on Nd­Al-codoped SiO2 glass pre-
pared at 800°C using a sol­gel method, and reported that Al ion
takes a distorted tetrahedral coordination, and Nd ion is stabilized
by the distorted AlO4 units. Sen70) performed EXAFS spec-
troscopy on Nd­Al-codoped SiO2 glass, and revealed that the
oxygen coordination number of the Al was 4, and the Al­O
distance was 1.76­1.77¡. Monteil et al.71) performed molecu-

lar dynamics (MD) simulations of 18Er2O3·108Al2O3·1446SiO2

glass with the assumption that the oxygen coordination number
of Al was 4. The calculation showed that Er­Er clusters were still
formed, and the number of the AlO4 units surrounding an Er was
2. On the other hand, Wang et al.72) proposed that the oxygen
coordination number of Al should be 6 based on the coordination
in alkali-free aluminosilicate crystals and glasses.73),74) Saitoh
et al.75) elucidated the local structure around an Er3+ ion using
electron spin echo envelope modulation (ESEEM) spectroscopy.
ESEEM spectroscopy is a powerful tool because it can determine
the distance and coordination number of ligands in a medium-
range structure because very fine interference signals, which are
unresolved in conventional continuous wave (CW)-electron
paramagnetic resonance (EPR) spectroscopy, are observable by
time domain measurements; i.e., it provides information on the
medium-range structure around a specific paramagnetic species
and quantitative results are obtained by a simulation of the
spectrum shape. Their results indicated that the oxygen coordi-
nation number of Al is primarily 6, and the number of AlO6 unit
surrounding an Er is 1. Lægsgaard76) calculated the formation
energy of ¡-quartz supercell composed of 24 TO4 units (T=Al
and Si) including M3+ ions (M=Er or Al) at the center of a six-
membered ring. The formation energy of the supercell including
an Er­Al complex (ErAl3O6) was larger than that including an
Er­Er cluster (Er2Si2O7) and an Al­Al cluster (Al4O6). This result
suggests that the separation into the Er­Er cluster and the Al­Al
cluster is more stable than the formation of the Er­Al complex.
Therefore, he pointed out that the contribution of entropy is
inevitable to explain the Er­Al codoping effect; i.e., the Al
codoping increases ¦Smix.76) This idea is compatible with the fact
that the incorporated Al3+ ion behaves as a network modifier;
i.e., the coordination number is 6. It should be noted that the
coordination number of Al in SiO2 depends on its concentration;
i.e., if the Al2O3 content is high, the 6-fold coordination is
dominant, but the 4-fold coordination is found in the very low
concentration (ppm level).77)

Phosphorus is also effective to enhance the dissolution of RE
ions into silica glass melt. Canevali et al.78) examined the local
structures in B-, P-, B­P-, Ce­B-, Ce­P-, and Ce­B­P-codoped
silica glasses using MAS-NMR and EPR spectroscopies. They
found that P ion associated with Ce ion predominantly to form
a Ce­P complex, and a triangular-pyramidal O=PO3 unit was
transformed into a tetrahedral PO4 unit. On the other hand, the
formation of Ce­B complex was not observed, and, instead,
the segregation of CeO2 was enhanced. Saitoh et al.75) applied
ESEEM spectroscopy and elucidated that a Ce ion was prefer-
entially surrounded by four PO4 units in the Ce­P-codoped silica
glass while a Ce ion was surrounded by 0.8 BO3 unit as
speculated from the chemical composition of Ce­B-codoped
silica glass.79) They concluded that the coordination selectivity of
the PO4 unit to Ce is ³10 times larger than that of the SiO4 unit,
whereas the BO3 unit has no selectivity (³1). Figure 7 shows
the photoluminescence spectra and the lifetime decay curves of
Ce­P-codoped silica glass, Ce-doped calcium phosphate glass,
and Ce-doped silica glass.80) The photoluminescence peak energy
and lifetime observed in Ce­P-codoped silica glass are quite
different from those in Ce-doped silica glass, but are similar to
those in Ce-doped phosphate glass because the local environment
(crystal field) around Ce ions in silica glass is changed into that in
phosphate glass by the solvation shell made of the PO4 units.
Hereafter, we discuss the above codoping effects more compre-

hensively. Figure 8 illustrates the change in enthalpy and entropy
of an A­B system upon codoping with C. In the initial state, the

Fig. 6. (Color online) A hypothetical local structure model around
rare-earth (RE) ion in silica glass.
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B cannot dissolve in the matrix A because of the large ¦Gmix.
The formation of the solvation shell made of C on B decreases
the enthalpy of the system, in which the large formation energy of
A­B complexes (in other words, dissolution energy of B into A)
is replaced by the small formation energy of A­C and B­C
complexes, whereas entropy remains almost unchanged. This
may be called enthalpic effect of codoping. On the other hand,
entropy is increased by the addition of C having a similar local
structure to B, whereas enthalpy is not changed because the
dissolution energy is not different largely between B and C.
This may be called entropic effect of codoping. Following this
consideration, the roles of P- and Al-codopings are schematically
shown in Fig. 9. Phosphorus ions form a solvation shell on a RE
ion. The formation energy of RE­P and Si­P complexes appears
to be smaller than those of RE­Si complexes because P ion has a
NBO, and also has a tetrahedral coordination (TO4) similar to Si
ion. Therefore, RE­P codoping effectively reduces the immis-
cible temperature, and suppresses the phase separation. On the
other hand, the formation energy of RE­Al and Si­Al complexes
may be comparable with or larger than those of RE­Si com-
plexes because a tetrahedral AlO4 unit has no NBO. Instead, an
octahedral AlO6 unit has a similar local structure to RE (i.e., a
large oxygen coordination number and the same charge state).
The site sharing between Al and RE increases the entropy of
glass melt, and as a result, phase separation is suppressed. Lastly,
it is noted that B-codoping is less effective than Al- and P-

codopings because B ion cannot share its own site with RE ion
owing to the striking difference in the oxygen coordination
number, and additionally, both BO3 and BO4 units have no NBO.

4. Electron doping of amorphous oxide

4.1 Transparent amorphous oxide semiconductor
(TAOS)

As compared with covalent compounds such as Si (1.1 eV)
and GaAs (1.4 eV), most non-transition metal oxides have wide
bandgap energies over 3.0 eV because of the relatively high ionic
nature in metal-oxygen bonds. In addition, it is difficult to form
shallow donor levels in wide bandgap materials. As a result, many
crystalline and the amorphous oxides of non-transition metals are
transparent insulators. On the other hand, some of them such as
In2O3

81) and ZnO82) may be changed to transparent semiconduc-
tor or metallic conductor on the injection of mobile electrons. In
1996, Hosono et al.83) proposed that an electron-doped amor-
phous oxide composed of heavy metal cations with (n-1)d10·ns0

electron configurations can be an excellent n-type semiconductor-
with a large electron mobility, >10 cm2V¹1s¹1. In 2004, Nomura
et al.3) reported a high performance thin film transistors (TFTs)
using a transparent amorphous oxide semiconductor (TAOS),
which is called a-IGZO composed of In2O3, Ga2O3, and ZnO.
The a-IGZO TFT fabricated at room temperature exhibited 10­20
times larger electron mobility than that (0.5­1 cm2V¹1s¹1) of
a-Si:H TFTs. They reported that the electron concentration in

Fig. 7. Photoluminescence spectra and lifetime decay curves of Ce­P-codoped SiO2 glass (a), Ce-doped CaO­P2O5 glass (b),
and Ce-doped SiO2 glass (c) (cited from ref. 80).

Fig. 8. (Color online) Change in enthalpy and entropy of A­B system-
upon codoping with C.

Fig. 9. (Color online) Change in enthalpy and entropy of rare-earth
(RE)-containing silica glass upon codoping with P or Al.
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a-IGZO is well controllable in a wide range from ¹1015 to
1020 cm¹3, and the Fermi level exceeds the mobility edge when
the carrier concentration exceeds ³1018 cm¹3. This report
attracted much attention from the flat panel display industry to
develop next-generation displays such as transparent/flexible/
jumbo/fast/organic light-emitting diode (OLED) displays that
require high performance TFT to control the picture pixels and
drive peripheral circuits. Since then, the number of the reports
on TAOS TFTs84)­87) has rapidly increased, and TAOS occupies
one of the major materials comparable to a-Si:H and amorphous
chalcogenides in international community of amorphous semi-
conductors.88)

4.2 Electron conduction in TAOS
The effective mass of mobile electron depends largely on the

size and the spatial directivity of relevant atomic orbitals and their
connectivity (in other words, the variation of transfer integrals).
If the conduction band is formed by largely spread ns orbitals
(n ½ 5), the electron may have a small effective mass even in an
amorphous state because the magnitude of the overlap between
these neighboring s-orbitals is insensitive to the physical disorder
(see Chapter 2.3). Oppositely, the electron mobility in silicon
suffers from the disordered structure by a factor of a thousand
because the magnitude of overlap between highly directional sp3­
sp3 bonding is largely affected from the variation in Si­Si­Si bond
angle. A similar argument is valid for bronze oxides89)­91) whose
conduction band is composed of 4d or 5d orbitals in transition
metals because the largely spread d orbital is similar to the largely
spread s-orbitals in shape. Figure 10 illustrates the difference in
orbital overlap at the conduction band bottom between the
crystalline states and the amorphous states of silicon and IGZO. In
addition to the effective mass of the electrons, the dopant which
supplies the carrier electrons is the important factor to control the
electrical properties of a semiconductor. The concentration and
the mobility of conductive electrons are related with their chemi-
cal potential, namely, Fermi energy (EF), as expressed by the
following equations using a nearly-free electron model.

n ¼ 2
2³m�kT

h2

� �3=2

exp � EC � EF

kT

� �
ð8Þ

® ¼ e¸

m� ð9Þ

where n is the mobile electron concentration, m* is the effective
mass, EC is the conduction band mobility edge energy, ® is the

electron mobility, and ¸ is the momentum relaxation time. It
indicates that it is important to raise EF close to EC to change a
wide bandgap material from an insulator to a semiconductor, and
‘how to raise EF’ is the essential challenge.

4.3 Doping of TAOS
Substitutional doping, which is common in crystalline solids,

is not effectively realized in an amorphous material because it
has no well-defined atomic site (note a-Si92) is an exception).
Thereby, carrier doping in an amorphous material should usually
be regarded as off-stoichiometry of total ion charge93) and inter-
stitial doping (chemical doping). The most successful example is
iodine-doped polyacetylene.13) The driving force is the net energy
gain rising from charge transfer between related chemical species
before and after doping. Neutral chemical species are introduced
into or extracted from a target material, and it often induces
charge transfer and creates donor/acceptor states. In the case of
crystalline metal oxides, several interstitial defects (Mi, Oi) are
created by the introduction of metal (M) and oxygen (O) atoms
into the interstitial sites, and several atomic vacancies (VM, VO)
are created by extracting the constituent atoms. For amorphous
materials, ‘interstitial’ concept would be applied if such defects
are introduced after the formation of the network structure e.g.
by post-fabrication annealing and ion implantation. Considering
their formation energies (net energy gain), the atomic radius
of Mi should be small, and in addition, VM is difficult to create
compared with the other ones.94),95) Therefore, favorable defects
of TAOS are hydrogen (Hi)93),96)­98) and oxygen deficiency
(VO).99) The both are donor-type defects. It is noted that in some
cases, they act as sub-bandgap defects or electron traps, not
as donors, as will be explained in the next section. Since
hydrogen has a small atomic radius, it invades deeply using
various chemical forms such as H+, H0, H¹, and H2. On the other
hand, oxygen deficiency is easily created at a low oxygen partial
pressure in the thin-film growth process or by reducing post-
fabrication treatments, and it has three different charge states;
VO

X, VO
+, and VO

2+. Electrical property of amorphous oxides is
modified by these species.

4.4 Mechanism of electron doping
Because of the smallest atomic radius, hydrogen can invade a

metal-oxygen structure through various routes. H2, a gas form
of hydrogen, has an effect to reduce the valence of cations if
valence changeable cations such as transition metal ions are
included (Eq. 10). Moreover, when such a metal ion is not
included, divalent oxygen vacancy (VO

2+) with two free electrons
may be formed (Eq. 11).100) When partial H2 pressure is very
high, and the environment temperature is also high, H2 molecule
invades oxides deeply, and may create isolated Hi atoms at
interstitials (Eq. 12).101) This situation is similar to the result of
ion implantation,89),96) in which positively charged ions such as
H+, Li+, and Ag+ are implanted into oxide substrates by a high
accelerating voltage, and simultaneously, charge-compensating
electrons are injected (Eq. 13).

Mmþ
x Oy þ H2 ! Mmþ

x�2M
ðm�1Þþ
2 Oy�1 þ V2þ

O þ H2O ð10Þ
MxOy þ H2 ! MxOy�1 þ V2þ

O þ 2e� þ H2O ð11Þ
MxOy þ H2 ! MxOy þ 2Hþ

i þ 2e� ð12Þ
MxOy þ Hi ! MxOy þ Hþ

i þ e� ð13Þ
Interstitial hydrogen atom (Hi) of the last two cases acts as donor.
Its ionization supplies an electron. The formation energy of inter-
stitial hydrogen with the charge q is estimated by the following
relation;94)

Fig. 10. (Color online) Difference in orbital overlap at conduction
band bottom between crystalline and amorphous states of silicon and In­
Ga­Zn­O.
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EfðqÞ ¼ EMOH,q � EMO �®H þ qEF ð14Þ
where q is the charge state of hydrogen, i.e., q = +1, 0, ¹1 for
Hi

+, Hi
0, Hi

¹, respectively. This formation energy is calculated
from the total energies of hydrogenated and non-hydrogenated
supercells (EMOH and EMO), chemical potential of hydrogen (®H),
and the Fermi energy (EF). Figure 11 shows the schematics of
energy levels and charge diagram of hydrogen, in which the
intersection point of Ef (+1) and Ef (¹1) represents the charge
transition level (CTL), ¾(+/¹), and the charge state of Hi is
separated by the CTL, at which Hi is oxidized to Hi

+ or reduced
to Hi

¹. The neutral H0 state is unfavorable because of the very
high Ef (0). This figure indicates that the incorporated hydrogen
atom with a high CTL acts as a shallow donor when the energy
level of Hi

+ is much lower than that of Hi
¹. Figure 12 shows

the calculated CTL of hydrogen in several oxides reported in
the literature.97) It is found that low conduction band (CB)
minimum measured from the vacuum level (i.e., large electron
affinity) is required to form shallow donor states because the
¾(+/¹) level of hydrogen remains deep below the vacuum
level. Because TAOS has a low CB minimum, it can change into
semiconductor, which is totally different from SiO2 (Fig. 13).
For a-IGZO, Kamiya et al.102) have calculated the energy levels
of hydrogen locating at various positions. In all models, the
hydrogens form OH bonds and are ionized to H+, generating
mobile electrons and raising EF to above the CB minimum. In
this, the model of hydrogen locating at near three-fold coordi-

nated oxygen supplies an electron in higher energy level than that
at near two-fold oxygen. Thus, a choice of material system is
vital to the successful hydrogen doping.
In crystalline metal oxides, the constituent metal and oxygen

atoms form metal-oxygen polyhedrons, and the oxygen connects
the two or three metal atoms (M­O­M). Oxygen vacancy (M­

VO­M) is created at a low oxygen partial pressure during thermal
annealing and thin-film growth. The amount of oxygen defi-
ciency is equal to an off-stoichiometric chemical composition if
the numbers of the metal cations are not changed;

MxOy ! MxOy�1 þ VO
X þ 1

2
O2 ð15Þ

Following the same manner to hydrogen, the formation energy of
VO with the charge q is evaluated by the following equation.

EfðqÞ ¼ EMO�1,q � EMO þ®O þ qEF ð16Þ
Figure 14 shows the schematics of charge diagram of oxygen
vacancy, drawn by the lines of Ef (+2), Ef (+1), and Ef (0). It
is indicated that when the energy level of VO

+ (an electron is
trapped) or VO

2+ (void) is much lower than that of VO
X (two

electrons are trapped), the introduced oxygen vacancies may
supply free electronsin high energy level to the CB. Oppositely,
if the material contains void structures with a large free space
like an oxygen vacancy, the free spaces form additional quantum-
well-like electronic levels and trap the generated electrons,
keeping the material insulating. For a long time, oxygen vacancy

Fig. 11. (Color online) Schematics of energy levels (A) and charge
diagram (B) of interstitial hydrogen introduced into metal oxide. CTL:
charge transitionlevel, CB: conduction band, VB: valence band, Ef:
formation energy, EF: Fermi energy.

Fig. 12. (Color online) Charge transition level (CTL) of hydrogen in
several relevant oxides (data are taken from Ref. 97). CB: conduction
band, VB: valence band.

Fig. 13. (Color online) Difference in charge transition level (CTL)
between SiO2 and transparent amorphous oxide semiconductor (TAOS).
CB: conduction band, VB: valence band.

Fig. 14. (Color online) Schematics of charge diagram of oxygen
vacancy in metal oxide. CTL: charge transition level. CB: conduction
band, VB: valence band, Ef: formation energy, EF: Fermi energy.
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is considered as the origin of electron carrier in ZnO1¹x, In2O3¹x,
and other crystalline oxide conductors. However, since 2000s,
many authors103),104) have reported based on first-principles
calculations that oxygen vacancy does not form a shallow
donor state in the bulk of ZnO, in which CTL of VO is below
the middle of bandgap (bronze oxides105),106) with d-band
conduction are excluded). Metal-related defects such as Mi and
MO (anti-site defect) can act as donors, but they are not favorable
because of the high formation energy.107) From these points,
several authors suspected the possibility of hydrogen impurity
at oxygen vacancies (i.e., HO). In their calculations, substitu-
tional hydrogen atom is a shallow donor. For a-IGZO, Kamiya
et al.108),109) have calculated the energy levels of oxygen
deficiency with various local structure models with the densities
of 5.5­6.0 g/cm3 (c.f., 6.38 g/cm3 for c-IGZO). As the density
increases, the void structure (free space) decreases, and EF shifts
from the deep level (0.4­1 eV above the valence band maximum)
to the CB side and exceeds the CB minimum. In the case of the
models with low densities, they contain a large portion of free
space and form electron traps, indicating that the electron doping
strongly depends on the fabrication condition.

5. Perspective

Successful examples of doping of amorphous oxides were
described along with the respective mechanisms. Amorphous
materials are commonly characterized by lack of long-range
structural order, and there is a wide range of structural random-
ness strongly depending on material systems and fabrication
conditions. Some types of amorphous materials have local
structures similar to those in the corresponding crystalline phases.
Substitutional doping would work to some extent for such a
material system like amorphous silicon,92) but off-stoichiometry/
interstitial doping is much more effective in general for carrier
generation. In amorphous oxides, electron doping is possible
like in the crystalline oxides when the stabilization energy of
dopant is large, the CB minimum is located far from the vacuum
level, and cation-anion stoichiometry is maintained. A cation
which forms a stronger bond with constituent oxygen works as
an effective dopant. Interstitial H ion is a typical example as
demonstrated in TAOS thin films by ion implantation89),96),110)

and hydrogen annealing.98),100) Here, we should consider what
the essential bottleneck of the doping ability is. If it is determined
by anaverage structure like chemical composition, a further
improvement would be impossible. In silica glass, the minor
strained Si­O bonds responsible for the tail state control the
optical transmission in the vacuum-UV region. The concentration
of such a strained bond is as low as ³1% estimated from the
Raman spectral data.111) This explains well why a small amount
of fluorine improves the vacuum-UV transmittance. The same
argument is valid for the codoping effects of P and Al to enhance
the solubility of RE ion in silica glass melt.
Finally, we would like to mention about an example in which

electron doping would alter the bulk structure of amorphous
material. 12CaO·7Al2O3 (C12A7) is a typical transparent insu-
lator, but all the O2-, which accommodate in the crystallographic
cages as the counter anion to compensate the positive charge of
the cage framework structure, may be exchanged by electrons
through certain physical/chemical reduction treatments, and
the resulting material C12A7:e¹ exhibits metallic conduction
(conductivity at RT is 1,500 Scm¹1).112) When this C12A7:e¹

is melted at 1800K under a very low oxygen pressure and
quenched, we may have C12A7:e¹ glass in which almost the
same concentration (³1021 cm¹3) of electrons occupy the inter-

stitial positions.113) The C12A7:e¹glass melt shows metallic con-
duction, whereas C12A7:e¹ glass is a semiconductor showing a
variable range hopping. The Raman spectrum of C12A7:e¹ glass
is distinctly different in the location of a major band from that
of stoichiometric C12A7:O2¹ glass, strongly suggesting that the
presence of interstitial electrons causes a drastic structural change
to the bulk structure which can be easily observed by the conven-
tional measurements. This distinct structural difference probed
by Raman spectroscopy reflects on a striking difference in glass
transition temperature (Tg); i.e., 700°C for the C12A7:e¹ glass
and 860°C for the C12A7:O2¹ glass. Here, it should be noted that
the change of Tg in the xCaO·(100 ¹ x)Al2O3 glass system is
³20°C with a variation of the CaO content in the whole glass
formation range (55 < x < 65).114) The large reduction of Tg by
the exchange of O2¹ with electrons confirms that the structure of
C12A7 glass melt is dramatically altered by electron doping.
Validity of the conventional additive rule for physical proper-

ties of amorphous materials makes us possible to easily design
an amorphous material. However, one cannot expect a dramatic
change of the properties as long as following this rule. It is our
belief that the most crucial is to find an appropriate amorphous
material in which dopant works well for realizing innovative new
amorphous materials.
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